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Abstract— Our goal is to automatically recognize hand grasps
and to discover the visual structures (relationships) between
hand grasps using wearable cameras. Wearable cameras pro-
vide a first-person perspective which enables continuous visual
hand grasp analysis of everyday activities. In contrast to
previous work focused on manual analysis of first-person videos
of hand grasps, we propose a fully automatic vision-based
approach for grasp analysis. A set of grasp classifiers are
trained for discriminating between different grasp types based
on large margin visual predictors. Building on the output of
these grasp classifiers, visual structures among hand grasps
are learned based on an iterative discriminative clustering
procedure. We first evaluated our classifiers on a controlled
indoor grasp dataset and then validated the analytic power
of our approach on real-world data taken from a machinist.
The average F1 score of our grasp classifiers achieves over
0.80 for the indoor grasp dataset. Analysis of real-world video
shows that it is possible to automatically learn intuitive visual
grasp structures that are consistent with expert-designed grasp
taxonomies.

I. INTRODUCTION

This work aims to provide a scalable computer vision-
based framework for understanding and analyzing the use
of human hands. In particular, we propose a fully automatic
vision-based approach for recognizing hand grasps and learn-
ing visual grasp structures using a wearable camera.

For over a century, analysis of hands and their interactions
with the physical world has attracted great focus from
researchers across different domains such as neuromuscular
rehabilitation [1], robotic arm design [2] and motor control
analysis [3]. In robotics, the study of hand function has
provided critical information regarding design of robotic and
prosthetic hands [4][2]. However, traditional approaches to
grasp analysis have been developed primarily in a controlled
laboratory setting, which often includes intrusive hand-
contact sensors or calibrated cameras.

Wearable cameras overcome the constraints of other
modes of direct sensing by allowing for continuous recording
of natural hand interactions. Furthermore, the first-person
view is an ideal viewing perspective for grasp analysis since
a hand and an object being grasped are naturally located in
the center of the visual field. However, the most significant
benefit of a wearable camera is that it enables the study of
hand grasps at a large scale. It is now possible to effortlessly
record hours of video for analyzing hand grasps.
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Fig. 1. Examples of our automated vision-based framework which enables
large scale analysis of hand use. (a) Skin detection (b) Hand segmentation
(c) Global gradient histograms (d) Salient interest points

In this work, we take a departure from classical prehensile
techniques (i.e., manual annotation) and develop automatic
computer vision techniques that can be used as a tool to
advance studies in prehensile analysis. Examples of computer
vision techniques used in our work are shown in Fig. 1. In
particular, we adopt state-of-the-art approaches for egocentric
hand detection, in order to deal with the new challenges
of egocentric vision such as unconstrained hand movements
and rapidly changing backgrounds with extreme ego-motion.
Based on robust hand detection, grasp-related features are
extracted which encode the hand shape and object context,
and grasp classifiers are trained for discriminating between
different grasp types. Finally, the grasp classifiers are used to
learn the visual similarities between grasps to automatically
build an appearance based grasp hierarchy, which we call
the visual structure of hand grasps. In our experiments, the
analysis of real-world video shows that it is possible to
automatically learn intuitive visual grasp structures that are
consistent with expert-designed grasp taxonomies.

The contributions of this work are as follows: 1) We
propose a fully automatic vision-based approach which can
achieve robust grasp recognition performance only with a
single wearable camera. 2) We propose a method for learning
visual structures of hand grasps using a visual clustering
approach which enables the system to automatically learn
task-based grasp taxonomies.



II. RELATED WORK

A. Hand Grasp Taxonomies
Grasp taxonomies have been studied for almost a

century to better understand the use of human hands
[5][4][6][2][7][8]. Early work by Schlesinger [5] classified
hand grasps into 6 major categories based on hand shape
and object properties. In 1956, Napier proposed a scheme [6]
that divides grasps into power and precision grasps based on
requirements of the manipulation task. The categorizations
of power and precision grasps was widely adopted by re-
searchers in the medical, biomechanical and robotic fields. In
studying grasps in manufacturing tasks, Cutkosky provided
a comprehensive hand grasp taxonomy [2] which played
an important role in guiding robotic hand design. In the
early 1990’s, Kang and Ikeuchi [7] presented a computational
framework for grasp identification, allowing automatic grasp
planning of a robotic system from a demonstrated human
grasp.

Recently with the advances in wearable camera technol-
ogy, research has focused on prehensile analysis from large
datasets of first-person point-of-view (POV) video. Work
from Yale University [9][10][11] used several hours of first-
person POV video to observe human grasping behavior. In
the tradition of previous work on prehensile analysis, the
process required many hours of visual inspection by skilled
annotators. However, as it becomes easier to acquire large
amounts of visual data, it is clear that manual approaches
will not scale to larger datasets. Therefore it is the aim
of this work to propose a scalable automatic vision-based
framework that will help to support next generation research
in the area of prehensile analysis using a large amount of
video data.

B. Automated Grasp Analysis
Automated data-driven approaches for prehensile analysis

have been developed primarily in a controlled laboratory
setting. Hand tracking devices such as data gloves or inertial
sensors have been used to obtain detailed measurements
of joint angles and positions on the hand [12][13][14][15].
Since sensors are directly embedded on the hand, hand
movements can be measured with very high accuracy.
However, the main limitation is that they must be worn
and can sometimes inhibit hand interactions. Vision-based
hand pose estimation systems [16][17][18][19][20] allow a
completely non-contact form of hand interactions. However,
most hand pose estimation systems also require a controlled
environment of calibrated cameras and require that hand
interactions are recorded in a laboratory setting. In order to
understand the natural statistics over hand use, it is critical
that hand interactions can be observed in normal activities
of daily living – outside of the laboratory. In this work, we
develop techniques targeted to analyze videos of everyday
hand interactions recorded with a wearable first-person POV
camera. [21] has recently presented results on hand pose
estimation from an egocentric RGB-D camera. Instead our
work focuses on hand grasp recognition based on only RGB
images.

III. GRASP LEARNING FRAMEWORK

We desire to have a scalable grasp analysis framework
which can learn discriminative classifiers and visual struc-
tures of hand grasps automatically from videos. To this end,
we adopt state-of-the-art hand detection techniques to seg-
ment hand regions from egocentric videos, we extract grasp-
related features for training discriminative grasp classifiers
and we use supervised clustering method to learn visual
structures of hand grasps.

A. Hand Segmentation

Robustly identifying hand regions with a wearable camera
is a challenging yet essential pre-processing needed to auto-
mate hand grasp analysis. As the camera is mobile, the back-
ground is rapidly changing, hands are moving without con-
straint and the camera can move with extreme ego-motion.
Recent work on detecting hand regions using a wearable
camera has shown that robust hand detection performance
can be achieved if the hand model is rapidly adapted to
changes in imaging conditions [22]. Following [22], we train
a multi-model hand detector composed by a collection of
hand pixel classifiers indexed by global appearance models.
Given a test image, the global appearance modeled by a color
histogram is computed as a visual probe, for every frame, in
order to recommend the n-best hand pixel classifiers. Based
on the multi-model hand detector, we generate a probability
map for each image as illustrated in Figure 2(b). The value
of each pixel represents the likelihood of being a hand pixel
in the original image.

Once the hand probability map has been detected, hand
region, which contains most of the grasp information, is
then segmented with a bounding box. Candidate hand regions
with arms are first selected by binarizing the probability map
with a threshold. Regions under a certain area proportion
are discarded and at most two regions are retained. Fig. 2(c)
shows two candidate hand regions painted with green and
orange contours. In this paper we only consider the right
hand grasp. The left hand is suppressed by simply selecting
the candidate hand region which is right-most. If no hand
region is detected, that is when no hands are visible, the
image is discarded. Each hand region is extracted with a fixed
size bounding box which is shown as the white rectangle in
Fig. 2(c). In detail, ellipse parameters (length of long/short
axis, angle) are fitted to the original hand region. The arm
part is approximately removed by shortening the length
of long axis to 1.5 times of the length of short axis. A
fixed size bounding box is drawn by fixing the top-center
of the bounding box to the top-center of the arm-removed
hand region. The size of the bounding box is determined
heuristically for each video and takes advantage of the fact
that the distance between the hands from the head-mounted
camera is consistent across various manipulation tasks.

B. Feature Representation

In expert-defined grasp taxonomies, different grasp types
are often identified by hand postures, object properties and
types of hand-object interactions. Therefore, we extracted
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Fig. 2. Example of hand segmentation. (a) Image from first-person POV
video (b) Skin probability map (c) Candidate hand regions (d) Palm region
within a bounding box

grasp-related features for palm regions which encodes the
shape of different hand postures and visual context of ma-
nipulated objects.

1) Hand Shape: Hand shapes are represented with His-
togram of Oriented Gradient (HOG) [23] computed from a
palm region. HOG features are an image descriptor based on
collected local distributions of intensity gradients and have
been widely used in object detection. The HOG features
are computed by first dividing a palm region into a grid of
smaller regions (cells) and then computing histogram of gra-
dient orientations in each cell. Cell histograms within a larger
region (blocks) are then accumulated and normalized to make
the block descriptor less sensitive to varying illumination.
Finally, the resulting block histograms are concatenated to
form a HOG feature descriptor. We used a cell size of 8× 8
pixels, block size of 16 × 16 pixels, and window size of
160 × 80 pixels with 9 orientation bins. A visualization of
example HOG features is shown in the bottom-left of Fig. 3.

In our experiments we examined three variants of the
HOG feature descriptor. The first is the global HOG feature
described above. The second is a dimension-reduced version
of HOG using Principle Component Analysis (HOG-PCA)
to reduce the dimension of feature descriptor from 6156 to
100. The third is HOG features weighted by a skin prob-
ability map (HandHOG). HandHOG effectively suppresses
gradients due to object being manipulated or background
regions. As shown in Fig. 3, HOG features corresponding
to non-hand regions are removed by weighting each block
histogram by squared hand probability at the center of the
block.

2) Object Context: We extract features based on local
keypoints in order to capture the visual context of the object
and hand-object interaction. In particular, we extract the
following two local gradient descriptors.

We extract SIFT features [24] as a representation of the
visual context of manipulated objects. Example keypoints
are visualized in Fig. 4 where the scale and orientation of
each keypoint are illustrated with a circle and a red radius.
Histogram of gradients around each keypoint is computed

HOG extractor Probability weight 
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Fig. 3. Visualization of HOG features. (a) HOG (b) HandHOG

SIFT detection 

Fig. 4. Visualization of SIFT keypoints.

as a keypoint descriptor. Note that keypoints are detected
around the object and the part of the hand in contact with the
object. We used a bag-of-words (BOW) approach to obtain
an image descriptor which contains the frequency of keypoint
patterns. A total of 100 keypoint patterns are generated using
k-means clustering over all keypoint descriptors.

In addition to the SIFT BOW, we also used the same
approach to obtain a 100-dimensional image descriptor
counting frequency of block-based HOG features which are
generated using k-means clustering over all block HOG de-
scriptors. The two 100-dimensional feature vectors are then
concatenated together to generate a new feature (BlockHOG-
SIFT).

C. Grasp Recognition and Abstraction

We trained one-versus-all multi-class grasp classifiers for
the grasp types defined in Feix’s taxonomy [8]. We use this
taxonomy since it is the most complete one in existence and
has previously been applied to grasp analysis in [10][11].
We performed probability calibration [25] for each classifier
in order to produce comparable scores. During testing, each
frame is classified to the grasp type of the classifier with the
highest score.

We defined a correlation index for evaluating the visual
similarity between different grasp types based on classifica-
tion results. The correlation index Ci,j between grasp type i
and grasp type j is defined as:

Ci,j =
mi,j +mj,i

2
(
1

ni
+

1

nj
) (1)

where mi,j , mj,i denotes the number of samples from grasp
type i misclassified as grasp type j and vice versa. ni, nj



Fig. 5. 17 different grasp types from [8][10].

are the number of samples from grasp type i and grasp type
j, respectively.

Based on the correlation index, we implemented a su-
pervised grasp clustering algorithm by iteratively clustering
two most similar grasp types. The algorithm is described in
Algorithm 1. This process defines a visual structure between
grasp types – a grasp dendrogram.

Algorithm 1 Supervised Grasp Clustering
Initialize: N ⇐ the number of grasp types, consider each
grasp type as a single-member grasp cluster
while N > 1 do

Step1: Train grasp classifiers for each grasp cluster
Step2: Perform grasp classification, compute correlation
index for each pair of grasp clusters
Step3: Merge two grasp clusters with biggest correlation
index into one grasp cluster, N ⇐ N − 1

end while

IV. EXPERIMENTS

To explore the effectiveness of our visual features for
recognizing grasp types, we created a new dataset under con-
trolled environment (we call it “UT Grasp Dataset”). Only a
subset of grasp types in Feix’s taxonomy are considered in
our dataset, since not all the grasp types are commonly used
in everyday activities. We selected 17 grasp types as shown
in Fig. 5 based on the statistical result of grasp prevalence
provided by Bullock et al. [10]. Four subjects were asked
to grasp a set of objects placed on a desktop after brief
demonstration of how to perform each type of grasps. Each
subject performed hand grasps with a unique set of objects
(e.g., different objects with a cylindrical shape are used by
different subjects in the medium wrap grasp type). Video
was recoded by a HD head mounted camera (GoPro Hero2)

at 30 fps while subjects performed each grasp type with
varying hand poses. The recorded video was then downsized
to 960× 540 pixels.

To examine our approach in more natural environments,
we use a real-world grasp dataset [26], which is composed
of 20 video sequences recording a machinist’s daily work
(we call it “Machinist Grasp Dataset”). The Machinist Grasp
Dataset is part of a larger human grasping dataset provided
by Yale University and is manually labeled with grasp types.
The video quality of the Machinist Grasp Dataset is relatively
low with the image resolution of 640x480 pixels. In our
experiments on Machinist Grasp Dataset, we removed rare
grasp types and focused on 17 remaining ones which at least
take place three times through out all sequences. The 17
grasp types in Machinist Grasp Dataset as shown in Fig. 9
are slightly different from that in UT Grasp Dataset since
grasp usage varies in different tasks.

Hand regions were segmented with a bounding box with
the size of 320× 160 for UT Grasp Dataset and 256× 128
for Machinist Grasp Dataset. Then four feature descriptors
(HOG, HOG-PCA, HandHOG, and BlockHOG-SIFT) were
extracted for each of the segmented hand regions as ex-
plained in Section III-B. Finally, three types of classifiers
were trained by using the obtained feature descriptors: (1)
Linear Support Vector Machine (SVM-linear), (2) SVM with
Radial Basis Function kernel (SVM-rbf), and (3) Exemplar
SVM (ESVM). The average F1 score computed from a
weighted average of the F1 score of each grasp type is
used for evaluating the grasp recognition performance. Value
ranges from 0 to 1, where 1 represents perfect performance.

A. Performance of Grasp Recognition

We applied our approach to UT Grasp Dataset and
Machinist Grasp Dataset to see how visual features can
discriminate between different grasp types in both controlled
and natural environments.

First we present grasp recognition results for a single user
on UT Grasp Dataset. We trained and tested grasp classifiers
for each user using 5-fold cross validation. The average F1
scores of the 17 grasp classifiersare shown in Table I for
different feature descriptors and different machine learning
algorithms. From Table I, we can see global features (HOG,
HOG-PCA, HandHOG) outperform local feature histograms
(BlockHOG-SIFT). While different hand grasps may share
similar statistics of local gradient patterns, we observe that
global gradient information is important for robust classifi-
cation. Although the separation between hand and object in
HandHOG seems intuitive and well-motivated, HandHOG
performs slightly worse than HOG in nearly all cases. This
is in part because of the hand segmentation noises, but
also because HOG encodes additional information about the
appearance of the object being held. The big performance
gap between SVM-linear and SVM-rbf, especially when
using HOG-PCA, indicates that hand grasps have wide
variance in pose and are therefore not linearly separable.
More importantly, the experimental results show that it is



possible to construct high performance vision-based task-
specific classifiers for a single user.

TABLE I
PERFORMANCE OF SINGLE USER ON UT GRASP DATASET

SVM-linear SVM-rbf ESVM
HOG 0.85 0.86 0.89

HOG-PCA 0.79 0.88 0.89
HandHOG 0.8 0.85 0.88

BlockHOG-SIFT 0.79 0.8 0.79

The grasp recognition performance on Machinist Grasp
Dataset using 5-fold cross validation is shown in Table II.
Note that the dataset contains nearly eight hours of video data
recording a machinist’s daily work, thus it provides a good
platform to evaluate how our vision-based approach works
under real-world conditions. The combination of HOG-PCA
and SVM-rbf achieves the best average F1 of 0.42, the
average F1 for classification of 17 classes is 0.06 at the
chance level. Although the absolute performance is still
low, we believe that the result demonstrates the potential
of automatic visual classification of grasp types in a realistic
setting.

Some examples of true positives and false positives are
shown in Fig. 6. Two columns to the left of the dashed line
show true positives of a grasp type of which the prototype is
illustrated in the left-most column. The false positives are
shown in the right side of Fig. 6. From these examples,
we see that some grasp types are extremely difficult to
differentiate, even for human annotators. Taking Thumb-3
Finger for example, both of the first true positive and the
first false positive show the machinist’s hand holding a tool.
It is hard to tell how many fingers are used in holding the
tool only from visual perception.

The visual similarity between some pairs of grasp types
(e.g., Thumb-2 Finger and Thumb-3 Finger) poses big chal-
lenges in training discriminative grasp classifiers based on vi-
sual features. Differentiating between fine-grained categories
such as these will require more advanced vision-techniques
for extracting exact finger positions. This is left to our future
work.

TABLE II
PERFORMANCE ON MACHINIST GRASP DATASET

SVM-linear SVM-rbf ESVM
HOG 0.31 0.37 0.39

HOG-PCA 0.18 0.42 0.38
HandHOG 0.32 0.38 0.34

BlockHOG-SIFT 0.29 0.39 0.37

B. Learning the Visual Structure between Grasps

Here we show how the correlation between visually trained
grasp classifiers can be used to discover the visual structures
of hand grasps. We computed the correlation index between
all pairs of grasp types for Machinist Grasp Dataset based
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0.52 0.5 

0.47 

0.38 
0.34 
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on classification results using combination of HOG-PCA and
SVM-rbf. The correlation matrix of 17 grasp types is shown
in Fig. 7, where each element indicates the correlation index
(scaled by 100 for visualization) between a pair of grasp
types indexed by rows and columns. Top 5 pairs of grasp
types with highest correlation index are shown in Fig. 8.

Following the iterative supervised clustering algorithm
described in Algorithm 1, we constructed a dendrogram of
grasp types by iteratively clustering two most correlated
grasp types after each iteration of supervised learning. A
dendrogram is a binary tree which gives a complete graphical
description of the hierarchical clustering. The final con-
structed grasp dendrogram is shown in Fig. 9. Grasp types
with the highest classifier correlation are clustered first at
lower level nodes, while those dissimilar with each other are
clustered later at higher levels in the tree. The original grasp
types from Feix’s taxonomy are located at the leaf nodes
(level-0). We observe that for the first six iterations, grasps
are clustered in a manner consistent with known divisions
of power and precision grasps in expert-designed grasp
taxonomies[2][8]. With the exception of Writing Tripod and
Extension Type, the division between power and precision
grasps are preserved until level-12 (the 12-th iteration) of
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Fig. 6. Examples of true positives and false positives on Machinist Grasp Dataset.
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Fig. 9. Dendrogram of hand grasp types. Average F1 scores computed at different abstraction levels are added near each clustering node.

the grasp hierarchy.
The more important observation however is that the visual

structures of grasps for the machinist has been learned
automatically in a data-driven manner. While classical grasp
taxonomies have been created through deep introspection,
the shared uncertainty between visual classifiers can also be
used to learn intuitive hierarchies over human grasps.

C. Recognition using Grasp Abstractions

Based on the dendrogram in Fig. 9 it is possible to ‘cut’
the tree at different levels to obtain different set of grasp
clusters. Furthermore, each slice (abstraction) level can be
interpreted as a new grasp taxonomy. By learning new grasp
classifiers for each category of the new taxonomies, we can
achieve a trade-off between more detailed classification and
more robust classification. Average F1 scores are computed
for grasp recognition at each level of grasp abstractions in
Fig. 9. If we utilize a higher level of the tree to define
grasp categories, we obtain more reliable grasp classification.

For example, for level-12 of the tree, we will be able to
differentiate between 5 grasps with an average F1 score of
0.66. On the other hand, choosing level-5 will allows us to
differentiate between 12 grasps with an average F1 score of
0.55.

The changes of grasp recognition performance at different
levels of the grasp dendrogram is shown in Fig. 10. The
average F1 grows up steadily until level-6 since at initial six
iterations similar grasp types are being clustered together.
From level-7 to level-12, average F1 increases relatively
slowly compared to previous steps. For example, average F1
of level-11 and level-12 are almost the same (0.66). This can
be explained as newly clustered grasp types become more
dissimilar and thus only limited improvement of recognition
performance is achieved. Average F1 increases dramatically
from level-13 since big grasp clusters are merged together
and chance of misclassification is low.

This learned visual structure gives researchers the flexi-
bility of finding a good balance between better performance
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and more detailed grasps analysis.

V. CONCLUSION

We proposed a vision-based approach to automate grasp
analysis for large amounts of video data. Discriminative
classifiers were trained to recognize different grasp types
based on computer vision techniques. Visual structures of
hand grasps were learned by a supervised grasp clustering
method. Our work shows the potential for using computer
vision techniques for analyzing hand grasps with large scale
of data in real-life settings.

There still exists a lot of work to do to improve grasp
recognition performance. Fine-grained grasp recognition is
lacking in this paper while it is crucial information for a
scientist studying human behavior. The temporal aspect of
grasping is obviated in this paper and it would be helpful to
impose temporal coherence to improve classification perfor-
mance. Moreover, explicit object attributes such as weight,
shape and size are important factors affecting human grasp
selection. We believe a reliable detection framework of object
attributes would be very useful in inferring grasp usage.
These problems will be addressed in our future work.
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